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Quantifying Charge Extraction and Recombination Using
the Rise and Decay of the Transient Photovoltage of
Perovskite Solar Cells

Lisa Krückemeier, Zhifa Liu, Thomas Kirchartz,* and Uwe Rau*

The extraction of photogenerated charge carriers and the generation of a
photovoltage belong to the fundamental functionalities of any solar cell.
These processes happen not instantaneously but rather come with finite time
constants, e.g., a time constant related to the rise of the externally measured
open circuit voltage following a short light pulse. Herein, a new method to
analyze transient photovoltage measurements at different bias light
intensities combining rise and decay times of the photovoltage. The approach
uses a linearized version of a system of two coupled differential equations that
are solved analytically by determining the eigenvalues of a 2 × 2 matrix. By
comparison between the eigenvalues and the measured rise and decay times
during a transient photovoltage measurement, the rates of carrier
recombination and extraction as a function of bias voltage are determined,
and establish a simple link between their ratio and the efficiency losses in the
perovskite solar cell.

1. Introduction

The efficiency of halide perovskite solar cells has been con-
tinuously rising over the past decade to values above 25%[1–6]

that are now approaching the efficiencies of crystalline Si solar
cells.[7–9] Future technological development will have to deal with
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issues of device stability[10,11] but also
attempt to further minimize efficiency-
limiting loss processes in the bulk and at
interfaces within the cell stack.[12–14] The
identification and understanding of elec-
trical losses will require to a large de-
gree the ability to characterize solar cells
and multilayer stacks with a variety of
steady-state,[12,15–18] time-domain[19–27] and
frequency-domain techniques[28–32] that are
sensitive to the transport and recombina-
tion of charge carriers. Especially, time- and
frequency-domain techniques offer a large
amount of information on dynamic pro-
cesses in the solar cell,[19,30,33] while pos-
ing a substantial challenge in terms of the
complexity of data analysis.[19] In case of
the often lowly doped or intrinsic halide
perovskites,[34] the kinetics of the charge
carrier decay in response to a laser pulse in a

typical time-domain measurement shows a variety of different
features that would have to be numerically simulated in order
to accurately extract information from the raw data.[19,35,36] As
this can only be done by few and often costly simulation pro-
grams and requires time-consuming fitting procedures, a thor-
ough analysis is rarely performed in literature.[37] Thus, work that
is primarily aimed at device and process optimization usually an-
alyzes the transients using mono-exponential or bi-exponential
fits, while only a minority of method-focused publications delves
deeper into the physics of understanding the decays.[26,27,33,38–40]

Here, we show how to use relatively simple analytical so-
lutions to systems of differential equations to extract the key
performance-limiting parameters in halide perovskite solar cells
from the rise and decay of the transient photovoltage in response
to a laser pulse. The results combine the simplicity and compre-
hensibility of analytical equations with the multiplicity of physical
phenomena that occur during a transient experiment on a per-
ovskite solar cell. Transient experiments contain information on
phenomena such as recombination and extraction of charge car-
riers that are difficult to disentangle from each other using tradi-
tional approaches.[41] Furthermore, capacitive charging and dis-
charging of electrodes affect the rise and decay times of transients
thereby adding complexity to the data analysis.[26,42,43] We solve
this problem by creating a numerical model, linearizing it around
a bias condition and then solving it analytically by determining
the eigenvalues of a 2 × 2 matrix. The model yields two time con-
stants (the negative inverse eigenvalues), one for the rise and one
for the decay of the photovoltage after the pulse. These two time
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Figure 1. a,b) Experimental data of large- and small-signal transient PL measurements (a) and transient photovoltage decays (b) at different bias light
intensities, measured on a MAPI solar cell. c–j) Experimental data of the internal voltage Vint resulting for small-signal TPL measurements and the decays
of external voltage Vext from TPV at different bias light intensities, measured on a MAPI solar cell. The panels on the right show the data on a logarithmic
times scale, whereas the panels on the left have a linear times scale.

constants can be experimentally determined as a function of light
intensity. The application of the model to experimental data al-
lows us to derive a time constant for recombination and one for
charge extraction, whereby the ratio of these two time constants
is directly related to the solar cell efficiency. The results provide
a significant progress relative to previous approaches[25–27,38,41,42]

for the analysis of transient photovoltage data as we explicitly in-
clude the rise time[43,44] as a source of information, consider a
voltage dependent resistance[45,46] of the charge-transport layers
and provide a comprehensible analytical solution that can be con-

veniently compared with experimental data. We note further that
the two-component model introduced here is generic for the rise
and the decay of the photovoltage in any solar cell.

2. Experimental Data

Figure 1 shows experimental data from small-signal transient
photoluminescence (TPL) and transient photovoltage (TPV)
measurements, being recorded at one integrated setup illustrated
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as previously discussed.[42] The internal voltage Vint results from
small-signal TPL measurements and the corresponding exter-
nal voltage decays Vext from TPV at different bias light inten-
sities. For TPL the detection was done with a gated-CCD cam-
era as described in the method section in the Supporting In-
formation. The internal- and external-voltage curves at four dif-
ferent bias levels are plotted in Figure 1c–j. The graphs on the
left-hand side show the internal and external voltage curves on
a logarithmic time scale, whereas the results on the left-hand
side were plotted on a linear time axis. This dataset belongs to a
solution-processed CH3NH3PbI3 (MAPI) solar cell, with the layer
stack glass/ITO/PTAA/MAPI/PCBM/BCP/Ag, whereby PTAA is
poly(triarylamine), PCBM is phenyl-C61-butyric acid methyl es-
ter, and BCP is bathocuproine. The general properties and per-
formance of these devices were previously discussed.[19,42,47,48] In
this example, the external voltage needs around several hundred
nanoseconds to build up and reach its maximum voltage. Fur-
thermore, the rise time shifts to longer times for lower steady-
state excitation conditions. Note that also the decays of the inter-
nal and external voltage do not necessarily need to overlap, as
the additional example of Figure S1 (Supporting Information)
shows. In conclusion, these experimental results demonstrate
that the exchange of the charge carriers happens with a finite
speed and is possibly slow enough to interfere with the classical
lifetime analysis of the TPV data. Furthermore, it becomes ap-
parent that the internal excess voltage ∆Vint can be several times
larger than the external excess voltage ∆Vext.

3. Analysis of the Two-Component Model

The rise and decay of the externally measured photovoltage fol-
lowing a photoexcitation pulse implies that there are two simul-
taneous relaxations with opposite sign, one for the rise and the
other for the decay. Thus mathematically, at least two coupled
first-order differential equations with time independent coeffi-
cients are needed to describe such a behavior in general. For the
transient photovoltage measurement, it is plausible that the two
variables in these differential equations should be: i) the concen-
tration of photogenerated charge carriers inside the absorber of
the solar cell and ii) the externally measured photovoltage. While
the concentration of charge carriers in absorber is created near in-
stantaneously by the laser pulse, it takes some time for the charge
carriers to be transported to the electrodes and thereby allow the
external voltage to reach its maximum value. Thus, the photovolt-
age interacts with the charge carrier concentration but must be
considered as an additional free variable in the system.

The first differential equation describing the kinetics of charge
carrier concentration n in the absorber contains the usual terms
for recombination and generation but additionally a term for the
exchange current Jexc flowing to or from the electrodes. A positive
value of Jexc reduces the carrier density in the absorber because
carrier as extracted from the absorber to the electrode. Alterna-
tively, if the value is negative, charge carriers injected from the
electrodes flow back into the absorber layer. For a perfectly sym-
metric system in high-level injection, i.e., if the electron concen-
tration n equals the hole concentration p and the external voltage
Vext drops to equal amounts over the electron and over the hole
contact. With this the differential equation for the electron con-

centration reads

dn
dt

= −kradn2 − n
𝜏eff

SRH

−
Jexc

qd
+ G

= −kradn2 − n
𝜏eff

SRH

−
Sexc

d

(
n − ni exp

(
qVext

2kT

))
+ G (1)

where krad is the radiative recombination coefficient, 𝜏eff
SRH is the

effective Shockley–Read–Hall (SRH) recombination lifetime, q is
the elementary charge, d is the thickness of the absorber, and G is
the generation rate. The quantity Sexc in the second line of Equa-
tion (1) is an exchange velocity in units of cm s−1. Thus, the extrac-
tion of charge carriers from the absorber is linear in the concen-
tration n, with Sexc acting as the proportionality constant, similar
to a surface recombination velocity, with the only difference that
the carriers do not recombine but are extracted to the contact. To
satisfy the principle of detailed balance,[49] carrier extraction from
the absorber to the contact and carrier injection from the contact
back into the absorber must be interlinked. The way how the ex-
change current is represented in Equation (1) follows Ref. [50]
and is also compatible with an extended equivalent circuit model
for solar cells.[51] The ratio d/Sexc between the thickness d and the
exchange velocity Sexc defines a time constant for the increase and
decrease of the carrier densities (per unit volume, assumed con-
stant over a thickness d) caused by the exchange current flowing
to or from the electrodes.

The exchange of electrons between the absorber and the con-
tact determines the change of the excess charge density 𝜎n per
area on the n-type electrode according to

d𝜎n

dt
= qSexc

[
n − ni exp

(
qVext

2kT

)]
(2)

Equation (2) implies that every electron that is extracted from
the absorber contributes to the contact charge density. Like-
wise, every electron that is re-injected from the contact reduces
the charge density. Eventually, this charge density defines the
external voltage Vn that drops over the contact according to Vn
= 𝜎n/Cco,nwhere Cco,n denotes the capacitance of the n-type con-
tact. In order to keep the model simple, we assume that the con-
tacts are completely symmetric, i.e., we have not only the same
Sexc for both types of contacts but the capacitance Cco,n = Cco,p are
also the same and therefore also the voltages Vn = Vp over the
electron and the hole contact. Thus, we have for the external volt-
age Vext = Vn + Vp = 2Vn and for the total electrical capacitance
1/Cel = 1/Cco,n + 1/Cco,p = 2/Cco,n. From this, the time derivative
of the external voltage follows as

dVext

dt
=

qSexc

Cel

(
n − ni exp

(
qVext

2kT

))
(3)

Thus, Equations (1) and (3) represent the required system of
two coupled differential equations. Since the variables are a car-
rier concentration and an electrostatic potential, Equations (1)
and (3) represent a mixed system in terms of the described
quantities. Therefore, one might wish to replace the carrier
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concentration by the splitting ΔEF of the quasi-Fermi levels
according to

n(t) = p(t) = ni exp
(
ΔEF (t)

2kT

)
= ni exp

(
qVint (t)

2kT

)
(4)

where we have replacedΔEF by qVint, bearing in mind that this in-
ternal voltage Vint does not represent a voltage in the electrostatic
sense but rather is used to conveniently relate the chemical po-
tential of charge carriers within the device to the true, externally
measurable voltage Vext. With dVint/dn = 2kT/(qn) the relation be-
tween the time derivative of Vint and the carrier concentration n
reads

dVint

dt
= 2kT

qn(Vint)

[
−kradn(Vint)

2 −
n(Vint)

𝜏eff
SRH

−
Sexc

d

(
n(Vint) − niexp

(
qVext

2KT

))
+ G

]
(5)

Now the combination of Equations (3) and (5) yields a more
convenient system of two coupled differential equations describ-
ing the kinetics of two potentials. The model described so far has
a clear advantage relative to our recent approach[42] as it explic-
itly considers differences between external voltage and internal
quasi-Fermi level splitting, expressed as internal voltage. There-
fore, the model can be used to simulate the rise and the decay of
the photovoltage, and not only the decay.

In the following, we concentrate on the theoretical description
of the small-signal response that is typically used in TPV mea-
surements. In a large-signal analysis the response of the unbi-
ased sample is recorded over a long period of time until the lu-
minescence or photovoltage signal vanishes. In contrast, a small
signal analysis is performed on a sample that is kept under a con-
stant light bias condition, preferably at open circuit. Then the
sample’s response to a small additional light pulse is recorded.
This situation allows us to linearize Equations (3) and (5) around
the steady state of the bias condition, i.e., dVint∕dt = dVext∕dt = 0
for a given nbias = pbias = niexp (qVint/2kBT) and for Vint = Vext, be-
cause the assumed open circuit condition allows neither carrier
extraction nor injection. Thus, linearization of Equation (5) yields
for the kinetics of small variations 𝛿Vext and 𝛿Vint of the external
and internal voltage after the light pulse

d
dt
𝛿Vint =

2kT
qnbias

[
−2kradnbias −

1
𝜏eff

SRH

−
Sexc

d

]
dn

dVint
𝛿Vint

+ 2kT
qnbias

Sexc

d
qnbias

2kT
𝛿Vext =

[
−2kradnbias −

1
𝜏eff

SRH

−
Sexc

d

]
𝛿Vint

+
Sexc

d
𝛿Vext (6)

For the linearization of Equation (3) we obtain

d
dt
𝛿Vext =

qSexc

Cel

dn
dVint

𝛿Vint −
qSexc

Cel

q
2kT

nbias𝛿Vext

=
qSexc

Cel

q
2kT

nbias𝛿Vint −
qSexc

Cel

q
2kT

nbias𝛿Vext (7)

Note that in Equations (6) and (7) we have used dn∕dVint =
dn∕dVext = qnbias∕(2kT) for the given open circuit bias condition.

In the next step, we summarize Equations (6) and (7) into a
matrix equation

d
dt

(
𝛿V int
𝛿Vext

)
= −

⎛⎜⎜⎝
(

1
𝜏eff

SRH

+ 2kradnbias +
Sexc

d

)
− Sexc

d

− Sexc

d

nbias

nQ

Sexc

d

nbias

nQ

⎞⎟⎟⎠
(
𝛿Vint
𝛿Vext

)
(8)

where we use the definition nQ = 2CelkT/(q2d). With the defini-
tion of the chemical capacitance of the electrons in the perovskite
absorber Cμ = nbiasq

2d/(2kT),[52] the ratio nbias/nQ = Cμ/Cel just
equals the ration between chemical and electrical capacitance.

The general solution of Equation (8) in terms of eigenvectors
and eigenvalues is given by(
𝛿V int

𝛿Vext

)
(t) = a

(
h1

−1

)
exp

(
− t
𝜏rise

)
+ b

(
h2

1

)
exp

(
− t
𝜏decay

)
(9)

As the initial condition for the solution of Equation (8), we
use 𝛿Vext = 0 and 𝛿Vint = 𝛿V0

int, i.e., after the light pulse a cer-
tain amount of charge carriers is generated inside the absorber
but the external voltage is still unaffected at time t = 0. From the
initial values we chose the coefficient a and b such that

𝛿Vext(t) =
𝛿V0

int

h1 + h2

(
exp

(
− t
𝜏decay

)
− exp

(
− t
𝜏rise

))
(10)

and

𝛿Vint(t) =
𝛿V0

int

h1 + h2

(
h1 exp

(
− t
𝜏rise

)
+ h2 exp

(
− t
𝜏decay

))
(11)

Thus, Equation (10) describes the kinetics of the photovoltage
𝛿Vext(t) that rises from zero at t = 0 and decays to zero toward t →
∞, while Equation (11) describes the decay of the internal voltage
𝛿Vint(t) with two time constants. The rise and decay times 𝜏rise
and 𝜏decay are the inverses of the two eigenvalues of the matrix in
Equation (8), with 𝜏rise being the inverse of the larger eigenvalue
such that 𝛿Vext(t) > 0 for all t > 0. The explicit calculation of the
eigenvalues yields

𝜏rise∕decay =
2

k1 + k2 + k3 ±
√(

k1 + k2 + k3

)2 − 4k1k3

(12)

whereby the “+” in front of the square root is for 𝜏rise and the “−”
for 𝜏decay. The amplitudes of 𝛿Vext(t) and 𝛿Vint(t) are defined by
the coefficients

h1,2 =
±
(
k1 + k2 − k3

)
+
√(

k1 + k2 + k3

)2 − 4k1k3

2k3
(13)

with k1 = 1∕𝜏eff
SRH + 2kradnbias, k2 = Sexc∕d, and k3 =

Sexcnbias∕(nQd). The “+” in Equation (13) before the round
bracket is for h1 while the “−” is for h2. The three inverse time
constants k1, k2, and k3 originate from the entries of the matrix in
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Figure 2. a,b) Analytical solutions of the normalized internal excess-voltage decay 𝛿Vint(t)∕𝛿V0
int (dashed lines) and the respective normalized external

voltage 𝛿Vext(t)∕𝛿V0
int curve (solid lines) at 1.1 V (a) and 1.25 V (b) bias voltage, calculated for three exchange velocities Sexc, namely 1000 cm s−1 (blue),

100 cm s−1 (red) and 10 cm s−1 (gray). The rise of the normalized external voltage is prolonged for smaller exchange velocities. Additional parameters
used for the calculations are a SRH lifetime 𝜏eff

SRH = 1 μs, a radiative recombination coefficient krad = 5 × 10−11 cm3 s−1, an absorber-layer thickness d of
280 nm, an intrinsic carrier concentration ni = 8.05 × 104 cm−3 and a capacitance per area Cel = 20 nF cm−2. c,d) Development of the decay time 𝜏decay
and rise time 𝜏rise of the external voltage, defined by Equation (12) as a function of the exchange velocity Sexc. Furthermore, additional time constants
related to the eigenvalues of the matrix are depicted as guide to the eye.

Equation (8), where k1 represents the actual inverse recombina-
tion lifetime combining SRH and radiative recombination at the
given working condition, and k2 and k3 represent the exchange
rates between the absorber and the contacts.

4. Results from the Analytical Two-Component
Model

Equations (10) and (11) allow us to calculate analytical solutions
of the additional internal voltage 𝛿Vint(t) and external voltage
𝛿Vext(t). The former would be the equivalent of a small signal
transient photoluminescence curve, while the latter corresponds
to a transient photovoltage signal. Examples of the respective an-
alytical solutions of the normalized excess voltages 𝛿Vint(t)∕𝛿V0

int
are shown in the upper two panels of Figures 2 and 3. With the
help of these two Figures, we will successively discuss the influ-
ence of two important parameters on the 𝛿V(t) curves, namely
the exchange velocity Sexc and the electrode capacitance per area
Cel.

Figure 2a,b visualize the analytical solutions of the matrix
equation for a variation of the exchange velocity Sexc at two dif-
ferent bias levels of 1.1 V and 1.25 V. The normalized external
voltage 𝛿Vext(t)∕𝛿V0

int curves are plotted as solid lines, whereas the
corresponding normalized internal voltage decays 𝛿Vint(t)∕𝛿V0

int,
being calculated via Equation (11), are depicted as dashed lines.
For the calculation of these graphs, we used three different ex-
change velocities Sexc, a high value of 103 cm s−1 (blue), a medium

value of 100 cm s−1 (red) and a small one of Sexc = 10 cm s−1

(gray). The exchange velocity Sexc depends on the properties of the
charge-transport layers, such as the mobility or electric field dis-
tribution. Accordingly, the value of Sexc determines how quickly
electrons or holes are extracted or injected through the two trans-
port layers. The other additional parameters, being necessary to
calculate the voltage curves are listed in the figure caption of
Figure 2.

Our first observation is that the analytical solution of the two-
component model reflects the basic trend of the internal and ex-
ternal voltage curves from experiment. The normalized internal
excess voltage 𝛿Vint(t)∕𝛿V0

int is highest at the very beginning and
continues to decrease over time until it reaches the initial bias
voltage. In contrast, the response of the normalized external ex-
cess voltage 𝛿Vext(t)∕𝛿V0

int to the small-signal excitation is delayed.
It increases slowly over time, reaches its maximum and only then
begins to decay. Thus, this model is able to reproduce the general
features of the TPV transient. Furthermore, the variation of the
exchange velocity Sexc, shows that rise of the additional external
voltage is prolonged for smaller exchange velocities and the max-
imum of the curves shifts to longer times. This trend occurs at
both shown bias levels. The associated rise times 𝜏rise, calculated
via Equation (9), are indicated next to the curves and quantify the
described trend. The decay of 𝛿Vext(t)∕𝛿V0

int, on the other hand,
is affected differently by the variation of exchange velocity for the
two bias levels. In panel 2(a) at the lower injection level of 1.1 V,
a change in Sexc also affects the decay of the curves, whereas at

Adv. Mater. 2023, 35, 2300872 2300872 (5 of 12) © 2023 The Authors. Advanced Materials published by Wiley-VCH GmbH
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Figure 3. a,b) Analytical solutions of the normalized internal excess-voltage decay 𝛿Vint(t)∕𝛿V0
int (dashed line) and the respective normalized external

excess-voltage curve of 𝛿Vext(t)∕𝛿V0
int (solid line) at 1.1 V (a) and 1.25 V (b) bias voltage, calculated for three different values of the electrode capacitance

per area Cel. The capacitance per area Cel is varied between 20 nF cm−2 (gray), 50 nF cm−2 (red), and 100 nF cm−2 (blue). Besides a constant exchange
velocity of Sexc = 100 cm s−1, other simulation parameters are equal to Figure 2. c,d) Rise time 𝜏rise and decay time 𝜏decay from Equation (12) as a
function of the electrode capacitance per area Cel for the two different bias levels. Furthermore, additional time constants related to the eigenvalues of
the matrix are shown as guide to the eye.

1.25 V in panel 2(b) all three decays of the normalized external
voltage 𝛿Vext(t)∕𝛿V0

int overlap. Note that the decay time 𝜏decay, as
well as the rise time 𝜏rise are injection-level dependent and there-
fore differ between Figure 2a,b. At the higher bias voltage, the
respective rise time 𝜏rise is shorter and increases by an order of
magnitude when the exchange velocity decreases by an order of
magnitude, thus follows a power law function while this inverse
proportionality disappears in case of the lower bias voltage. To
better understand the behavior, Figure 2c,d directly depict the
rise time 𝜏rise and decay time 𝜏decay as a function of the exchange
velocity Sexc for the two different bias levels. Furthermore, addi-
tional time constants related to the eigenvalues of the matrix and
the inverse coefficients 1/k1, 1/k2, and 1/k3 are shown as guide
to the eye. In addition, the parameter sets of the three different
examples from the top figures are marked as well by thin, vertical
lines.

The rise-time curve 𝜏rise, shown as thick, blue line, can
be divided into two sections. For low exchange velocities Sexc
the rise time is constant and determined by the recombi-
nation lifetime (or inverse time constant k1), namely 𝜏R =
(1∕𝜏eff

SRH + 2kradnbias)
−1 = 1∕k1 (green, dashed line). If the ex-

change is fast in comparison to recombination the rise time gets
shorter with increasing exchange velocity Sexc. At the lower injec-
tion level of 1.1 V and high exchange velocities, the rise time de-
pends on the ratio of d/Sexc (lilac, dashed line). Thus, in this case

𝜏rise is dominated by the resistance of charge extraction through
the charge-transfer layers and the chemical capacitance of the
perovskite layer, which represent an RC-time constant. At high
bias voltages (in our example: 1.25 V) as shown in Figure 2d, the
rise time 𝜏rise follows the RC-time constant nQd/(Sexcnbias) which
is formed by the resistance of charge extraction multiplied with
the electrode capacitance of the solar cell. The decay time 𝜏decay,
being calculated by using Equation (12), is shown as thick, red
line. In the regime where charge transfer is fast in comparison
with recombination, the decay time of the external voltage is con-
stant and does not depend on Sexc. Depending on the bias level
the corresponding saturation value of 𝜏decay is set either by the
time constant 𝜏eff

SRHnQ∕nbias of the electrode being discharged via
recombination in the perovskite or—at high bias levels—by re-
combination 𝜏R = (1∕𝜏eff

SRH + 2kradnbias)
−1

. If the exchange velocity
is small, charge transfer also affects the decay time 𝜏decay of the
normalized external voltage 𝛿Vext(t)/𝛿V, which then approaches
nQd/(Sexcnbias) (purple, dashed line). This discussion shows that
depending on the injection level and parameter set, different time
constants determine both the rise and fall of the small-signal TPV
curve.

Figure 3a,b show the normalized internal excess voltage
𝛿Vint(t)∕𝛿V0

int(dashed line) and the respective external voltage
𝛿Vext(t)∕𝛿V0

int (solid line) calculated from Equation (10) for two
different bias levels. In addition, the lower two bottom panels (c)

Adv. Mater. 2023, 35, 2300872 2300872 (6 of 12) © 2023 The Authors. Advanced Materials published by Wiley-VCH GmbH
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and (d) again plot the time constants of the rise and decay, but this
time as a function of capacitance Cel. Higher capacitances imply
that more charge carriers have to be transferred from the per-
ovskite to the electrodes to accommodate a given change in exter-
nal voltage. Thus, a higher value of Cel slows down both the rise
and fall of the normalized internal and external voltage curves, re-
duces the height of the 𝛿Vext(t)∕𝛿V0

int peak and affects the shape of
the curves. Moreover, the rise- and decay-time curves again con-
sist of two regions for both shown bias voltages. In one region
𝜏decay and 𝜏rise are constant, while they are following a power law
and increase for higher Cel in the other one. The decay time 𝜏decay
does not depend on Cel if the time constant of electrode discharg-
ing is small in comparison to the recombination lifetime 𝜏R. In
this regime, which almost disappears in case of lower bias volt-
age of 1.1 V, 𝜏decay is limited by the green, dashed line. In the
second regime, the decay time increases with higher electrode ca-
pacitance Cel and follows the yellow, dashed line of 𝜏eff

SRHnQ∕nbias.
The rise time 𝜏rise is proportional to nQd/(Sexcnbias) and therefore
increases with higher capacitance until this time constant gets
larger than the RC-element formed by the resistance of charge
extraction and the chemical capacitance of the absorber layer. The
RC-limitation that sets the saturation value of the rise time is not
universal and depends on the relations of the respective time con-
stants to each other.

We observed in Figure 2 and Figure 3 that in addition to pa-
rameters such as Cel, Sexc, krad, and 𝜏eff

SRH also the bias voltage
affects the time constants for rise and decay. Thus, it has been
common practice in particular in organic photovoltaics, to plot
TPV-derived decay time as a function of either carrier density
or open-circuit voltage.[26,53,54] Figure 4 shows the rise time 𝜏rise
and decay time 𝜏decay as a function of the bias open-circuit volt-
age Voc. The three Figure 4a-c on the left-hand side show the
time constants versus Voc for three voltage-independent values
of Sexc, (1000 cm s−1, 100 cm s−1, 10 cm s−1). The decay time
𝜏decay, (red line) shows three distinct regions, the capacitively lim-
ited region at low Voc, the SRH dominated region at intermedi-
ate Voc and the region limited by radiative recombination at high
Voc.

[42] These three regions correspond to the three regions dis-
cussed in our previous work.[19,42] The rise time 𝜏rise (blue line)
shows two distinct regions. At low bias voltages the 𝜏rise is con-
stant, while at high bias voltages it continuously decreases with
𝜏rise ∼1/nbias. What changes significantly for the three different
exchange velocities is the position and distance of the two time-
constant curves relative to each other. Moreover, depending on
the exchange velocity, different RC-time constants dominate the
regimes and saturation values of 𝜏rise and 𝜏decay. The left-hand col-
umn of Figure 4 serves primarily to explain fundamentally how
the different terms in the matrix in Equation (8) affect the rise
and decay times and how as a function of voltage, different terms
in matrix become dominant. However, panels (a) to (c) treat Sexc
as a voltage-independent constant.

As the speed of charge injection and extraction via the trans-
port layers depends on the electric field, it is, however, re-
alistic to expect Sexc to depend on bias voltage. At short cir-
cuit, a good analytical approximation for Sexc is given by Sexc =
𝜇FCTL∕(1 − exp(−ΔVel∕kT)),[45,55] where μ is the mobility of elec-
trons and holes in both transport layers, FCTL is the average elec-
tric field and ΔVel is the electrostatic potential drop over the

charge transport layers (i.e., electric field times thickness). Thus,
the exchange velocity Sexc is related to the product of mobility and
electric field in the charge transport layers, which would be the
drift velocity of charge carriers in that layer. We have recently dis-
cussed the merits of this equation for explaining charge collec-
tion losses at short circuit.[55] However, toward opencircuit, when
the electric field gets smaller and is affected by space charge of
free carriers, the equation becomes inaccurate.

Thus, we calculate the voltage dependence of Sexc from numer-
ical drift-diffusion simulations of device current–voltage curves
as described in Section III.f (Supporting Information). These
drift-diffusion simulations have the advantage relative to the ana-
lytical equation discussed above that they are able to consider the
space charge of free charge carriers and are therefore not limited
to bias conditions close to short circuit. Figure 4d–f now mirror
the panels (a) to (c) but for the case of voltage-dependent values
of Sexc. The panels (d) to (f) differ in the values of the electron
and hole mobilities in the transport layers (μ = 10−2 cm2 V−1s−1

in (d) to μ = 10−4 cm2 V−1s−1 in (f)) that we assumed in the drift-
diffusion simulations (see Figure 5a for the actual values). The
mobilities are chosen such that they lead to values of Sexc that
are on the same order of magnitude as the values in the adjacent
panel on the left. On the right-hand column of Figure 4, those
dashed lines that contain Sexc will now have a voltage dependence.
Note that we only labeled the dashed lines that do change in order
to highlight them.

For the case of Figure 4d,e, 𝜏decay only depends on terms

(𝜏eff
SRHnQ∕nbias at low Voc and 𝜏R = (1∕𝜏eff

SRH + 2kradnbias)
−1

at high
Voc) that do not contain Sexc. Thus, 𝜏decay is basically the same
as in the panels on the left. In Figure 4f, the purple dashed line
(nQd/(Sexcnbias)) becomes relevant at high and hence there are de-
viations for 𝜏decay. In contrast to 𝜏decay, the voltage dependence
of 𝜏rise changes considerably in all three panels. Relative to the
left-hand columns with constant Sexc,the rise time now depends
less strongly on bias voltage and shows a relatively flat plateau at
intermediate voltages.

Figure 4 shows that rise and decay times are dominated by sev-
eral different terms depending on the relative values of the differ-
ent time constants. The high complexity of Equation (12) how-
ever does not give direct access to the important time constants.
To understand and identify the most important time constants
for rise and decay it is therefore useful to simplify Equation (12)
further.

A Taylor series expansion of Equation (12) allows us to math-
ematically approximate the decay time 𝜏decay and simplify it to
the point where the behavior that is described above can be read
directly from the equation (for details see Section III.d, Support-
ing Information). In this approximation, the decay time results
from

𝜏decay ≈
k1 + k2 + k3

k1k3
=
(

1
𝜏R

+
Sexc

d
+

Sexcnbias

nQd

)/
(

1
𝜏R

Sexcnbias

nQd

)
=

nQd

Sexcnbias
+

𝜏RnQ

nbias
+ 𝜏R (14)

which corresponds to a series connection of the recombination
lifetime and both RC-time constants from electrode discharging
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Figure 4. Decay time 𝜏decay (red) and rise time 𝜏rise (blue) as a function of the open-circuit voltage Voc, calculated using Equation (12). In addition,

the inverse coefficients 1/k2 = d/Sexc and 1/k3 = nQd/(Sexcnbias) are plotted, as well as additional important time constants, like 𝜏eff
SRHnQ∕nbias which

is related to electrode discharging. The figures in the left column show the analytical results using a constant exchange velocity Sexc of 103 cm s−1 (a),
100 cm s−1 (b), and 10 cm s−1 (c). In contrast (d), (e), and (f) on the right-hand side show the decay time 𝜏decay and rise time 𝜏rise for three different
voltage-dependent exchange velocities Sexc.

and charge transfer. In the limiting case, where the exchange ve-
locity is fast enough (𝜏eff

SRH > d∕Sexc), Equation (14) can be simpli-
fied even further, resulting in

𝜏decay ≈ 𝜏R

(
1 +

nQ

nbias

)
=

nQ∕nbias + 1

2kradnbias + 1∕𝜏eff
SRH

(15)

and thereby matches Equation (12) of our previous
publication.[42] Using a similar mathematical approach, also
allows us to derive an approximation for the rise time

𝜏rise ≈
(
k1 + k2 + k3

)−1 =
(

1
𝜏R

+
Sexc

d
+

Sexcnbias

nQd

)−1

(16)

Basically, this rise-time approximation is a parallel connection
of the recombination lifetime 𝜏R, the RC-time constant d/Sexc
given by the resistance of charge transfer multiplied with the
chemical capacitance of the perovskite, and dnQ/(Sexcnbias), being
the RC-time constant of charge-transfer resistance and electrode
capacitance. If the condition 𝜏R > d/Sexc holds, Equation (16) can
be simplified even further, resulting in

𝜏rise ≈
d

Sexc

(
1 + nbias

nQ

) (17)

which allows us to calculate Sexc from 𝜏rise and vice versa. Note
that Equations (15) and (16) provide relatively simple approxi-
mations for the rise and decay time, each of which include nQ
and therefore the influence of the electrode capacitance. The
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Figure 5. a) Exchange velocity Sexc extracted from steady-state drift–diffusion simulations of JV-curves, being conducted assuming various charge-carrier
mobilities. Moreover, the exchange velocity Sexc calculated from the experimental TPV data via Sexc = d/(𝜏rise(1 + nbias/nQ)) is shown by the dashed
symbols. b) Experimental data of the decay time 𝜏decay (red symbols) and rise time 𝜏rise (blue symbols) from TPV as a function of the open-circuit voltage
Voc. In addition, the analytical two-component model is fitted to experimental data. The results are shown by the lines. c,d) Figures of merit for the rate
of extraction versus recombination. Panel (c) shows the ratio of the time constants. d) The prefactor in Equation (18) that quantifies the effect of a
finite efficiency of extraction on the JV curve. e) Measured and reconstructed current–voltage characteristic of the MAPI solar cell. In (e), we assumed a
generation rate G = 4.57 × 1021 cm−3 s−1 and for the blue open circles a series resistance Rs = 4 Ω cm2.

electrode capacitance has a strong impact on transient experi-
ments performed on complete solar cells but has no direct impact
on the steady-state functionality of the device. Thus, we will now
investigate, how we can extract the performance limiting contri-
butions to the rise and decay time from the capacitive contribu-
tions.

5. Application of the Analytical Two-Component
Model to Experimental TPV Data

Figure 5a shows simulated values of Sexc resulting from differ-
ent numerical drift-diffusion simulations (lines) where the mo-
bility of electrons and holes in the charge transport layers was
varied. This data is compared to values of Sexc resulting from
the application of Equation (17) to the experimental data on a
MAPI solar cell shown in Figure 5b. The experimental data shows
that the recombination lifetime 𝜏R is approximately one order of
magnitude higher than 𝜏rise, which implies that Equations (15)
and (17) are both good approximations for this particular
device.

As shown in the Section III.g (Supporting Information) and
based on the rationale derived,[56] it is possible to use the ratio
of the two time constants 𝜏R and d/Sexc to estimate the effect of

slow charge extraction on the current–voltage curve and thereby
performance of a solar cell. The steady-state equivalent of our
two-component model allows us to calculate the current–voltage
curve via

J = qd (R − G)

= qd

(
1

1 + d∕
(
Sexc𝜏R

))[
n0

𝜏R

(
exp

(
qVext

2kT

)
− 1

)
− G

]
(18)

If the product 𝜏RSexc >> d, charge extraction is efficient, and
Equation (18) predicts that the JV-curve only depends on recom-
bination and generation (square bracket) but not on the efficiency
of charge extraction (round bracket). If however 𝜏RSexc ≈ d, the
term in the round bracket becomes ½ and the current density is
reduced by 50%. Thus, a low value of Sexc will reduce Jsc by the
factor (1 + d/(Sexc𝜏R))−1. A voltage dependence of this factor can
then also reduce the fill factor (FF). In contrast, as open circuit
is not affected by charge extraction, the open-circuit voltage re-
mains independent of Sexc.

In order to quantify the efficiency of charge extraction, we
have two possibilities. Option (1) is to plot the ratio of the two
time constants, i.e., 𝜏RSexc/d, which is a quantity that should be
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significantly larger than unity to ensure efficient collection. Al-
ternatively, we can directly compute the factor (1 + d/(Sexc𝜏R))−1

which is a quantity lower than one that defines the charge col-
lection efficiency. Both figures of merit (FOMs) are shown in
Figure 5c,d using the experimental data for the rise and decay
time shown in Figure 5b. Here, the first figure of merit follows
from

FOM1 =
Sexc𝜏R

d
=

𝜏decay

𝜏rise

nQnbias(
nQ + nbias

)2
(19)

while the second one can be obtained via

FOM2 =
1

1 + d
Sexc𝜏R

= 1

1 + 𝜏rise

𝜏decay

(nQ+nbias)
2

nQnbias

(20)

Both FOMs are relatively constant between 0.9 and 1.1 V,
where FOM1 ≈ 10 implying that extraction is significantly faster
than recombination. Toward higher voltages, FOM1 significantly
reduces and quickly falls below unity. As can be seen in Figure 5b
this drop is mostly due to d/Sexc getting significantly longer to-
ward higher voltages. We assume that this is due to the fact that
at voltages above 1.2 V likely no significant electric field is left in
the transport layers. Potentially, there are even extraction barriers
implying that electrons and holes would have to diffuse against
the electric field to be extracted. Figure 5e illustrates the impact
of the FOMs on the current–voltage curve. The solid line shows
the experimentally measured current–voltage curve of the MAPI
solar cell whose TPV data is shown in Figure 5b. The yellow cir-
cles show the JV-curve according to Equation (18) but assuming
Sexc → ∞. The blue spheres show the current–voltage curve ac-
cording to Equation (18) with FOM2 according to Figure 5d. We
note that the JV curve shows a slightly reduced Jsc and FF. The
change in Jsc is due to a FOM1 ≈ 10 leading to a FOM2 ≈ 0.9, im-
plying a still quite significant loss in Jsc of just less than 10%. The
FF is only moderately affected as FOM2 is relatively voltage inde-
pendent up to ≈1.1 V. The real JV-curve obviously suffers from
additional losses not included in FOM2. We assume that these
additional losses are ohmic series resistance losses, e.g. due to
lateral transport in the transparent conductive oxide. As ohmic
losses due to lateral transport would not be included in Sexc, it
is plausible that the blue spheres do not reproduce the JV-curve.
We added an ohmic series resistance (Rs = 4 Ω cm2) to this curve
and obtain the open circles, which approximate the experimental
JV-curve well.

Thus, we conclude that the FOMs are consistent with the JV-
curve but would require additional information to predict the JV-
curve. We also show that due to the rather low voltage depen-
dence of Sexc up to the maximum power point, extraction losses
are mostly affecting the Jsc and to a lesser degree the FF. This also
implies that the FF is most likely more affected by ohmic series
resistances than by the non-ohmic charge transport through ETL
and HTL. This observation is consistent with other experimental
findings on charge extraction such as the weak voltage depen-
dence of steady-state photoluminescence between short circuit
and the maximum-power point in perovskite solar cells.[16,48]

6. Discussion and Limitations of the Proposed
Approach

Extracting parameters for extraction and recombination sepa-
rately from the rise and decay of the photovoltage offers a vari-
ety of possibilities for research on halide perovskite solar cells.
In particular, the approach allows us to distinguish losses due
to short lifetimes at open circuit from losses due to inefficient
transport of charge carriers out of the device. Thus, the impact
of controlled variations of contact layer properties on recombina-
tion and extraction can be studied separately. This could in turn
help to identify strength and weaknesses of employed transport
layers. Eventually, with the help of Equation (18), the impact of
𝜏R and Sexc on the JV curve and the photovoltaic performance can
be quantified and compared to the device data. With the help of
this comparison, purely resistive effects can be identified and dis-
criminated from effects due to low mobilities in intrinsic contact
layers as shown in Figure 5e.

However, the approach also has some limitations. The com-
plexity of the model is significantly smaller than that of a full
drift-diffusion simulation with ions that could be considered
the benchmark for device simulations in halide perovskites.[57,58]

While the simplifications are an intentional feature of the model
aiming to cut to the core of the problem, they imply that there
is no 1:1 relationship between the parameters 𝜏R and Sexc and
the material parameters of the solar cell. The recombination life-
time 𝜏R can be understood as representing all recombination pro-
cesses including those at the interface between absorber and ETL
or HTL. Thus, from the knowledge of just 𝜏R as a function of
Voc, it would not be possible to discriminate between interface
and bulk recombination and in most cases sample type varia-
tions as described in refs. [12,15,19,59,60] are needed. However, it
is possible to distinguish between recombination processes that
are linear in n and those that are higher order in n (such as ra-
diative recombination). The approach to create a 2 × 2 matrix
to treat external and internal voltage relies on the contacts and
charge transport layers to be either very symmetric (e.g., simi-
larly thick and similar mobility) or very unsymmetric (as done,
e.g., in the steady-state model discussed[56]). What is not possi-
ble with the model is to accurately treat an intermediate situa-
tion where both transport layers contribute significantly to the
extraction losses but have very different properties that cannot
be described by one variable Sexc. While it might be possible to
create models with larger matrices, simple and comprehensible
analytical expressions for the eigenvalues will only exist for 2 ×
2 matrices. Thus, the key advantage of the model to provide a
simple analytical explanation for rise and decay times would be
lost. Furthermore, the impact of ions is treated quite generically
in the present paper by assuming that ions screen the electric
field in the absorber thereby allowing us to treat the absorber as
a field free region with an average Fermi level splitting that is rep-
resentative of the whole volume of the absorber.[45,55,61] We have
experimental evidence to assume that this is a good approxima-
tion for the samples under investigation[48] but this may of course
be a problematic approximation for other samples and materi-
als. Especially in materials with lower mobilities, the depth de-
pendence of the Fermi level splitting inside the absorber might
become a dominant factor in understanding the TPV rise and
decay.[38]
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7. Conclusions

A significant shortcoming of previous approaches to analyze
small signal transient photovoltage data was that they were gen-
erally focused on obtaining only the decay time constant. While
it was possible to determine rise times, there was no model to
relate the rise times to devise functionality. Here, we introduce
a model for charge recombination and extraction that can be lin-
earized and solved analytically. The solutions for the rise and de-
cay time of the transient photovoltage follow from the inverse
eigenvalues of a matrix and can be related to physical mecha-
nisms such as extraction, recombination and capacitive charg-
ing and discharging of the electrodes. We apply the model to ex-
perimental data and identify the physical mechanisms that deter-
mine the rise and decay times at different bias conditions. From
the absolute value, their bias dependence and ratio of the rise
and decay times, we can clearly distinguish the time constants
of recombination and extraction from time constants related to
capacitive effects that are irrelevant for steady-state device perfor-
mance. By correcting the rise and decay times for the influence
of the electrode capacitance, we obtain figures of merit for charge
extraction that connect the data obtained from the transient with
the current–voltage curves and thereby the performance of the
device. We observe that the rise and decay times predict losses
in Jsc of about 10% as well as minor losses in FF. The general
concept of the matrix model will be applicable to a variety of
small-signal transient and frequency-domain methods that are
frequently used to analyze the electronic properties of halide per-
ovskite solar cells.[29,31,32]
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